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Abstract Apps are attracting more and more attention from both mobile and web platforms. Due to the self-organized

nature of the current app marketplaces, the descriptions of apps are not formally written and contain a lot of noisy words and

sentences. Thus, for most of the apps, the functions of them are not well documented and thus cannot be captured by app

search engines easily. In this paper, we study the problem of inferring the real functions of an app by identifying the most

informative words in its description. In order to utilize and integrate the diverse information of the app corpus in a proper

way, we propose a probabilistic topic model to discover the latent data structure of the app corpus. The outputs of the topic

model are further used to identify the function of an app and its most informative words. We verify the effectiveness of the

proposed methods through extensive experiments on two real app datasets crawled from Google Play and Windows Phone

Store, respectively.
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1 Introduction

In recent years, with the rapid development of so-

cial medias[1-3] and Online To Offline (O2O) mar-

keting model[4-6], apps development for mobile de-

vices and web platforms has quickly become a million-

dollar industry. IT giants such as Apple and Google

have opened their own online app markets, i.e., Ap-

ple App Store and Google Play, in order to build an

ever-growing app ecosystem. As of June 2014, there

have been 1 200 000 apps on Apple App Store while

there have been about 400 000 apps available online

in Android markets. With the participation of en-

thusiastic application developers who are inspired by

the diverse real-life needs from users, the app market

has changed into online business mode revolutionarily,

which demonstrates its unique characteristics compared

with traditional online markets that sell books, albums

or movies. For example, in order to attract customers

and encourage users to download the apps, app devel-

opers usually describe their products with eye-catching

names and app descriptions, which result in names that

are not descriptive enough to reveal the apps’ real func-

tions. With a large number of apps, the current app

market, which is still growing rapidly, still only relies on

coarse-granulated categories to describe an app’s gene-

ral functions, which may lead to misunderstanding and

confusion. For example, we present some statistics of

app categories in Appendix, from which we can observe

that the app categories, Brain & Puzzle, Arcade & Ac-

tion, Communication, and Entertainment, are the most
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popular ones and the category distribution is quite bi-

ased. Hence, with the noisy app descriptions and the

coarse-granulated app categories, it is usually very hard

for users to identify the real functions of the apps.

Therefore, it is necessary to develop an effective

method to clearly reveal the real functions of the apps

to users. However, few studies have been done to ad-

dress this problem.

Through an extensive analysis of an app corpus

crawled from Google Play, we observe that the app de-

scriptions have some unique features. First, app de-

scriptions usually have informal words and sentences,

which are not useful in revealing the functionality of an

app. Second, each app description contains technical

terms from its own niche, which demonstrate bursti-

ness. The burstiness is the phenomenon that if a word

appears in the description, it is likely to appear again.

Finally, though each of the apps belongs to a spe-

cific category, they are not isolated from each other.

In an app’s download page, the app store also recom-

mends other kinds of apps based on three kinds of rela-

tions: also-installed, also-viewed, and same-developer.

In this paper, we utilize such features to address the

aforementioned challenges via the paradigm of Bayesian

network. Specifically, we propose the App Genera-

tive model (AGM). AGM utilizes the Pitman-Yor (PY)

process to create the power-law distribution of terms,

which essentially models the burstiness of words in the

app description. The contributions of this paper are

summarized as follows.

1) We propose and study the new problem of app

functionality inference, which is critical for improving

the performance of app search engines.

2) We propose a novel generative model to capture

the unique features of app corpus.

3) We conduct extensive experiments on a large-

scale app corpus and the experimental results verify the

effectiveness and the superiority of the proposed model.

The rest of the paper is organized as follows. In

Section 2, we review the related work. In Section 3, we

analyze the crawled app information. In Section 4 and

Section 5, we discuss the strategy of app functionality

inference and discovery, respectively. In Section 6, we

present the experimental results. Finally, the paper is

concluded in Section 7.

2 Related Work

Bayesian network is becoming more and more popu-

lar in text analyzing. Blei et al.[7] proposed the pio-

neering Latent Dirichlet Allocation (LDA) to analyze

electronic archives. Griffiths and Steyvers[8] reported

that LDA is effective to find scientific topics. Follow-

ing LDA, many topic models that specialize in diffe-

rent tasks are further proposed. Jo and Oh[9] pro-

posed two generative models to analyze the aspects

and sentiments of online reviews. Sato et al.[10] pro-

posed a topic model based on the Pitman-Yor (PY)

process, which can capture the property that word dis-

tribution follows power-law in a document. Wang et

al.[11] proposed a location aware topic model to ex-

plicitly capture the relationship between locations and

words. Moreover, Yin et al.[12] studied the problem

of discovering and comparing geographic topics from

GPS-associated tweets. They proposed and compared

three ways of modeling geographic topics: location-

driven model, text-driven model, and a joint model that

combined location and text. Jiang et al.[13] proposed

two models to analyze search engine query log from

the perspective of geographic topics. Moreover, Jiang

et al.[14] proposed three models to discover the latent

structure of the query log data without using the classi-

cal Click Graph-Based approaches. Sizov[15] proposed

Bayesian models for characterization of social media by

combining text features with spatial knowledge. Eisen-

stein et al.[16] proposed a multi-level generative model

that reasons jointly about latent topics and geographic

regions. Jiang et al.[17-18] proposed a new query sugges-

tion paradigm, Personalized Query Suggestion with Di-

versity Awareness (PQS-DA) to effectively combine di-

versification and personalization into one unified frame-

work. Hao et al.[19] proposed a location-topic model

to mine location-representative knowledge from a large

collection of travelogues. Our proposed App Generative

model is specialized for the scenario of app analysis.

Though the aforementioned probabilistic topic mod-

els are successful in analyzing various types of data,

very little work has been done to analyze the app data

from the perspective of topic modeling. To the best of

our knowledge, our work is the first one that focuses on

inferring the real functions of apps. Our work can pave

the way for many downstream applications such as app

search and app recommendation.

3 App Information

In this section, we analyze the app information that

is publicly accessible on Google Play. The analysis is

later utilized to develop our App Generative model. An

example of the crawled app information is presented in

Table 1. As shown in Table 1, each app contains at-
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tribute information, such as category, developer, aver-

age rating, price, and the installed number, and link

information, which includes three kinds of links: same-

developer, also-viewed, and also-installed. We first in-

vestigate the textual similarity between an app and its

neighbors, which is presented in Table 2. The result re-

veals that apps having the same-developer relation are

the most similar to each other in both terms of title and

description. Apps that have also-installed relation are

the most distant in both terms of title and description.

The statistics indicate the following. 1) The same deve-

loper tends to develop apps that have similar titles and

descriptions. It is consistent with our intuition that the

same developer usually releases a series of apps, which

usually have similar titles. The developer may also have

the same description styles for all her/his apps, mak-

ing the description similar to each other. 2) The also-

installed relation may link up apps that have different

functions and that are developed by different develo-

pers, which contribute to the large distance of title and

description in such apps.

Table 1. Example of an App Information in Google Play
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In summary, we investigate different characteristics

of the app corpus, which will be utilized in our App

Generative model.

4 App Function Inference

In this section, we first present the App Generative

model in Subsection 4.1 and then show how to infer the

parameters of the models in Subsection 4.2.

4.1 App Generative Model

The App Generative model (AGM) captures three

properties of an app: the power-law word distribution,

the link information, and the presence of multiple top-

ics. This model uses the Pitman-Yor (PY) process[20]

to model the power-law word distribution, which is one

of the most adaptive processes for document modeling

due to its exchangeability property. The PY process

is a stochastic process generalized from the Dirichlet

process[21]. The PY process has a concentration pa-

rameter γ and a discount parameter d that control the

power-law property. The discount parameter places

priority on new words that induce long tails in the

power-law distributions which are effective for model-

ing distributions that have many words with frequency

of 1. The PY process has a stochastic metaphor called

the Chinese restaurant process (CRP), which is a pro-

cess for establishing customers’ seating arrangement in

a restaurant, where the number of customers seated at

tables follows a power-law distribution.

Besides the power-law word distribution, the link

information of apps and the presence of multiple topics

can be naturally incorporated into the generative as-

sumption of AGM. The generative process of AGM is

shown in Algorithm 1. The logic is as follows. Each

word is related to a specific topic that covers the app

description. The instance of a word is generated from

a topic-word distribution. We also assume that we use

words that have already appeared more often, i.e., when

we select a word, we consider not only the context-

specific topics but also the words that we previously

used. This is modeled by using the table in CRP and

the topic-word distributions as follows. One who tends

to use words that have already appeared is modeled as a

customer who sits at an existing table more often. One

who has a large vocabulary and tends to select words

from a topic-word distribution is modeled as a customer

who prefers to sitting at a new table. Our model gene-

rates a topic at each table in a CRP representation of

the document. While the number of generated topics

is equal to the number of words in LDA, the number

of topics in our model is equal to that of tables rather

than words. Therefore, we introduce latent variable zj,k
to denote the topic that is assigned to the k-th table

in document j. In our model, the seat arrangement

of a customer is drawn according to the following for-

mula: the k-th occupied table has the probability of
Nj,v−dKj,v

1. Generative Process of App Genera-

tive Model
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Nj is the number of words in document j, Nt,v denotes

the number of word v generated by topic t, Nt,. is the

number of all words that are assigned to topic t, Kj,v

is the number of tables serving word v in document j,

Kj,. is the number of all tables in document j, αt, β

and γ are prior parameters, α0 =
∑T

t=1 αt, θd′ is the

K-dimensional probability distribution of topics in the

new document d′, and V is the number of words.

The probability of generating a topic at a new table

is given by:

P (zj,knew = t|wj,i = v, xj,i = knew, z, w−j,i, x−j,i)

=
∑

d′

(
Nj,t + αk

1. Inference Algorithm of AGM
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and specific features. Specifically, we utilize the follow-

ing feature indicators: {−, +, *, 1.(2.,...),
√
, •, >>}.

The pseudo-code of feature extraction is shown in Al-

gorithm 3.

1. Feature Extraction of App Descrip-

tion
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experiment, we first present its definition as below:

Perplexity1(θ, φ)

=

D∏

d=1

Nd∏

i=1

p(wi|θ, φ)
−1
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Fig.2(c) and Fig.2(f) show the average distance of KL-

divergence regarding the term distributions of all pair-

wise discovered topics in both datasets. We observe

that AGM always has the highest KL-divergence on

the two datasets, and the two baselines have similar

KL-divergences. Since the lower average KL-divergence

indicates the smaller difference between the discovered

topics, the aforementioned results confirm that the

word distributions and the topic distributions generated

by AGM are more distinctive than those generated by

the two baselines.

Finally, we evaluate whether our algorithm can suc-

cessfully extract appropriate words for describing the

function of an app. First of all, we employ 20 volunteers

to label the functions of the apps in our used datasets

as the ground truth in our experiments. The base-

line is the TF-IDF method, which extracts the top-k

words having the highest TF-IDF values. The experi-

mental results on both the two datasets are presented

in Fig.3(a) and Fig.3(b). As shown in the results, our

proposed AGM method obtains better precision results

than the traditional TF-IDF method, showing that our

method is superior in detecting useful keywords for de-

scribing the functions of apps.

6.3 Extension to Search Engines

In this subsection, we evaluate the performance of

AGM when it is extended to search engines. We first

build a search engine prototype based on Lucene, an

open-source software package for information retrieval.

The prototype integrates the proposed AGM in this

paper and the retrieval scheme of Lucene. Then, we

evaluate whether the proposed AGM can enhance the

quality of search engine through comparing the ranking

results of our prototype search engine with those of the

following two commercial app search engines.

• Google Play: the app ranking result of Google

Play.

• Windows Phone Store: the app ranking result of

Windows Phone Store.

The evaluation is conducted by a user-based

method. We employ 20 volunteers, each of who is in-

vited to conduct 30 searches on our prototype search

engine and the above two commercial app search en-

gines. Moreover, each volunteer is required to judge

the top 50 ranking results for each query in each search

engine by marking a satisfaction score, which includes

three levels of relevancy (Good, Fair, and Poor) and is

used to measure the relevance of the results to the se-

mantic needs of users for each search engine. The Good

level with score value of “1” indicates that the ranking

result is positively relevant to users’ needs, and the Poor

level with score value of “−1” indicates that the rank-

ing result is irrelevant to users’ needs. The Fair level

with score value of 0 is considered as that the volun-

teer is neutral regarding the ranking result. Finally, for

each search engine, we calculate the average precisions

by normalizing the summed satisfaction scores for dif-

ferent top-k queries. Fig.3(c) reports the average pre-

cisions of different top-k queries. We can observe that

our prototype search engine integrating AGM provides

better ranking quality under certain circumstances than

the two commercial search engines of Google Play and

Windows Phone Store. In particular, our prototype

search engine performs better when the parameter k of

the top-k queries is larger than 30. The results confirm

again that AGM can provide a better fit for apps data.

6.4 Function Inference Comparison

In this subsection, we verify the effectiveness of our

app feature extraction method. As discussed in Sub-

section 5.2, our proposed approach (Algorithm 3) can

automatically extract the features from the app descrip-

tion. Firstly, we show a real example of app feature ex-

traction in Table 6. According to crawled app descrip-

tion of “Angry Piggy” in Google Play, Table 6 presents
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Fig.3. Evaluations of app function words and extension to search engines. (a) App function in Google Play. (b) App function in
Windows Phone. (c) Quality of search engines.
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nine features of this app extracted by our proposed al-

gorithm.

Table 6. Example of the App Feature

Extraction for Angry Piggy
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