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Abstract
Early-exit networks (EENs), which adapt their computational depths

based on input samples, are widely adopted to accelerate inference

in edge computing applications. The effectiveness of EENs relies

on difficulty-aware training, which tailors shallow exits for sim-

ple samples and deep exits for complex ones. However, existing

difficulty-aware training schemes assume centralized environments

with sufficient data, which become invalid with real-world edge

devices. In this paper, we explore difficulty-aware training in a

federated manner, where EENs are collaboratively trained on het-

erogeneous devices. We observe the cross-model exit unalignment

phenomenon, a unique problem when aggregating local EENs into

a cohesive global model. To address this problem, we design a novel

Difficulty-Aligned Reverse Knowledge Distillation scheme named

DarkDistill that preserves the difficulty-specific specialization for

aggregating heterogeneous local models. Instead of direct parame-

ter averaging, it trains difficulty-conditional data generators, and se-

lectively transfers generated knowledge of specific difficulty among

matched exits of heterogeneous EENs. Evaluations show that Dark-

Distill outperforms the state-of-the-arts in both full-parameter and

parameter-efficient fine-tuning of EENs.

CCS Concepts
• Computing methodologies→ Learning paradigms.

Keywords
Federated Learning on Heterogeneous Devices; Early-Exit Net-
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Figure 1: Cross-model Exit Unalignment.

1 Introduction
Deep neural networks (DNNs) are increasingly deployed on edge

devices for continuous, real-time inference tasks such as traffic anal-

ysis [2], autonomous driving [38], and well-being monitoring [34].

Given the varied difficulty across input samples, a promising ap-

proach to accelerate inference is to adaptively allocate the model’s

computation [10]: more for complex samples and less for simple

ones. Early-exit networks (EENs) [36, 44] exemplify this adaptive

inference strategy via adjustable model depth by attaching inter-

mediate classifiers (i.e., early exits) to each block of the backbone.

These exits enable samples with high-confidence predictions to

terminate their inference at shallow layers, effectively reducing

latency.

Despite their benefits, EENs require dedicated training strategies

compared to single-exit network. Particularly, the exits are often

jointly optimized to resolve cross-exit interference and boost accu-

racy [5, 11, 23, 26, 42, 54]. An emerging strategy for synergetic exit

training is difficulty-aware training [5, 11, 54], which tailors shallow
exits for simple samples and deep exits for complex samples. This

paradigm encourages exit specialization by either directing samples

https://doi.org/10.1145/3711896.3736902
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misclassified by shallow exits to deep ones [54], or increasing the

weight of complex samples on training deep exits [5, 11].

Difficulty-aware training of EENs implicitly assume centralized
environments with ample data availability. Yet in edge computing

applications, training data are often decentralized, with each device

holding a limited dataset [12, 52]. This urges adapting difficulty-

aware training to a federated learning (FL) setup [30, 51], where

multiple devices collaboratively learn an EENs via iterative local
training and model aggregation coordinated by a server.

Enabling difficulty-aware federated training on heterogeneous de-
vices faces unique challenges. Ideally, shallow (deep) exits should

be trained with simple (complex) samples, both during local train-

ing and model aggregation. Enforcing gradually increased sample

difficulty along exits in local models is achievable using existing

solutions [5, 11, 54]. Yet this condition fails when aggregating local

models from heterogeneous devices, as their exits at equivalent

depths may handle samples from disparate difficulty ranges. This

mismatch, termed as cross-model exit unalignment, calls for new
aggregation strategies to align exits across local models, thereby

injecting difficulty-awareness into federated learning (see Fig. 1).

To address the cross-model exit unalignment problem, we draw

on recent studies [59] that advocate knowledge distillation (KD)

[13] over direct parameter averaging for aggregating single-exit

network. Building upon this principle, we leverage KD for multi-
exit network aggregation in a difficulty-aligned manner. Although

EENs and KD are often coupled in federated learning with het-

erogeneous clients [7], existing methods [18, 20, 25, 29] cannot

solve our problem for two reasons. (i) Their objective is not to train
EENs for input-adaptive inference. Some [18, 29] use early exits

to align features among heterogeneous local models but discard

them after training, resulting in static inference. Others [20, 25]
target at adapting to runtime resources rather than input samples at

inference. Accordingly, their KD is agonistic to sample difficulties,

let alone align difficulty ranges across exits. (ii) They [18, 20, 25]

mainly conduct client-side KD among exits within the same local

model, whereas the cross-model exit unalignment arises during the

aggregation of these models at the server.
In this paper, we propose DarkDistill, a novel Difficulty-Aligned

Reverse Knowledge Distillation scheme for federated EENs training.

Givenmultiple EENs of varied depths, each locally trained to special-

ize on increasing difficulty ranges [5, 11, 54], DarkDistill aggregates

them into a global EEN that preserves this difficulty-specific spe-

cialization. Achieving this objective confronts two challenges: (i)
knowledge transfer among unaligned exits of heterogeneous local

EENs and (ii) server-side distillation without local data. DarkDistill

tackles these challenges with two designs.

• Selective, progressive, and reverse KD. Knowledge is only

transferred between exits ofmatched difficulty ranges, which

is key to difficulty-aligned model aggregation. Distillation

proceeds progressively from shallow models to deep ones of

adjacent depths. This enables effective knowledge transfer
because (i) shallow models are locally trained with more

data in FL with heterogeneous clients [32], and (ii) it avoids
distillation between models of serious capacity gaps [31].

• Difficulty-conditional data generation. We train a data gen-

erator that produces pseudo data at specified difficulty to

support the above KD scheme. In standard KD [13], students

imitate the responses of teachers to the target dataset, which

is inaccessible at the server in FL. Inspired by data-free KD

[56, 59], we develop a lightweight data generator to produce

pseudo data of controllable difficulty.

The main contributions of this paper are summarized as follows:

• To our best knowledge, this is the first work that identifies

and addresses the cross-model exit misalignment problem for

federated EEN training on heterogeneous devices. It enables

the deployment of input-adaptive DNN to practical edge

computing applications.

• We propose DarkDistill, a new data-free KD framework for

difficulty-aligned aggregation of heterogeneous local EENs.

It advances EEN training by extending difficulty-awareness

to the federated context.

• Extensive evaluations on image and speech classification

show that our solution outperforms state-of-the-arts base-

lines [18, 20, 25, 29] in both full-parameter and parameter-

efficient fine-tuning across varied resource distributions.

2 Related Work
Early-Exit Network. EEN [44] is a subclass of dynamic neural

network [10] to enhance inference efficiency by tailoring their

computational depths to inputs. Research on EEN [24, 40] spans

three main areas: architecture design [8, 16], exit policies [17, 27],

and training techniques, with training being critical yet under-

explored. Typically, exits are jointly trained [5, 11, 16, 54] because

isolated training tends to yield lower accuracy [24, 40]. We focus on

difficulty-aware training [5, 11, 54], an emerging joint-exit training

strategy to mitigate train-test exit mismatches, by aligning each

exit’s training with the input types it would expect during infer-

ence. Yet existing difficulty-aware training methods [5, 11, 54] are

designed for centralized settings. In contrast, we focus on difficulty-

aware training in federated environments.

Heterogeneous Federated Learning. Different from the tradi-

tional challenges of devices collaboration such as the dynamic

spatiotemporal information [43, 45, 46], the asynchronous demand

and supply of task [3, 9, 28] and the adaptive task assignment

[37, 55], federate learning on edge devices has faced the unique

effective training challenge across devices with diverse computa-

tional resources [7]. To involve all devices into training, a prevailing

strategy is to assign sub-models tailored to each device’s computa-

tional power by scaling the global model in widths [1, 7, 14], depths

[20, 25, 29, 41], or both [4, 18]. EENs, with their natural depth-

scaling capabilities, have been utilized in recent depth-based FL

proposals [20, 25, 29] to align feature representations of exits at the

same depth across sub-models. However, these exits are discarded

after training [18], leading to static models at inference. Although

some studies [20, 25] have evaluated the use of these exits for

adaptive inference, they focus on resource adaptation rather than

input-adaptive inference. In contrast, we prioritize input-adaptive

inference through difficulty-aware training and transform its spe-

cific knowledge between matched exits across varied depth models.

Knowledge Distillation. KD [13] is an effective knowledge trans-

fer strategy between teacher and student models or within a single

model, i.e., self-distillation [57]. KD has been applied in FL as an
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alternativemodel aggregation scheme over direct parameter averag-

ing [30] to aggregate heterogeneous, single-exit models [59]. It has

also been utilized in EEN-based FL [18, 20, 25] as self-distillation of

local EEN during local training at clients. In contrast, we leverage

KD for a new problem, i.e., aggregating EENs at the server in a

difficulty-aligned manner. Our solution is also inspired by data-free

distillation [50, 56, 59], which maintains a data generator for server-

side KD without access to local datasets. We extend the idea by

training data generators conditioned on difficulty of samples.

3 Problem Statement
Early-Exit network. Early-exit network parameterized by 𝜃 con-

sists of𝑀 blocks and the classifiers connected after each block, and

each classifier can be considered as an exit. EENs terminate the

inference of an input sample at an early exit when its prediction

exceeds a confidence threshold [44].

Difficulty-Aware Training. The exits in EENs are often jointly

trained to enhance accuracy of all exits together [16, 44]:

L(𝜃 ;𝐷) =
𝑀∑︁
𝑚=1

𝜔𝑚L𝑚 (𝜃 ;𝐷) =
𝑀∑︁
𝑚=1

𝜔𝑚
|𝐷 |∑︁
𝑖=1

𝑙𝑚𝑖 (1)

where 𝐷 is the training dataset of size |𝐷 |, and 𝜔𝑚,L𝑚 denote

the weight and the loss of exit 𝑚, respectively. For the loss of 𝑖-

th sample at exit𝑚, 𝑙𝑚
𝑖

= CE(𝜈 (ℎ𝑚 (𝑥𝑖 ;𝜃 )), 𝑦𝑖 ), where 𝜈 (·) is the
softmax function, which will output the prediction score of 𝑥𝑖 based

on logits ℎ𝑚 (𝑥𝑖 ;𝜃 ), and CE(·) is the cross-entropy loss function.

Difficulty-aware training [5, 11, 54] is an emerging joint training

strategy that aims to match EEN training to its inference. Since

easy samples tend to terminate their inference at shallow exits,

difficulty-aware training emulates this phenomenon by assigning

samples of increasing difficulty to exits based on their depth during

training. This can be achieved by learning sample- and exit-specific

weights 𝜔𝑚
𝑖

based on corresponding losses [5, 11] or replacing the

single-exit logits ℎ𝑚 (𝑥𝑖 ;𝜃 ) with accumulative ones (over exits) [54].

Difficulty-AwareTraining in EEN-based FL.We focus on difficulty-

aware training in standard EEN-based FL setups [7]. Assume 𝐾

clients with local training datasets {𝐷1, ..., 𝐷𝐾 } and local EENs

parameterized by {𝜃𝑔 [:𝑚1], . . . , 𝜃𝑔 [:𝑚𝐾 ]}, where 𝜃𝑔 [:𝑚𝑘 ] repre-
sents model parameters till exit𝑚𝑘 in the global EEN 𝜃𝑔 . The 𝐾

clients have heterogeneous resources, and𝑚𝑘 denotes the maxi-

mum number of exits that client 𝑘 can afford for local training.

L(𝜃𝑔 ;𝐷1, ...𝐷𝐾 ) =
𝑀∑︁
𝑚=1

∑︁
𝑘∈𝑆𝑚

|𝐷𝑘 |
|𝐷𝑚 |

L𝑚
𝑘
(𝜃𝑔 [:𝑚𝑘 ];𝐷𝑘 ) (2)

where L𝑚
𝑘

is the loss of client 𝑘 at exit 𝑚 on local dataset 𝐷𝑘
as defined in Eq. (1), 𝑆𝑚 is the set of clients with 𝑚 exits, and

|𝐷𝑚 | =
∑
𝑘∈𝑆𝑚 |𝐷𝑘 | is the sum of the quantities of the local training

samples across client set 𝑆𝑚 .

AlthoughL𝑘 can be optimized via existing difficulty-aware train-

ing schemes [5, 11, 54], directly averaging parameters of local EENs

with different depths as standard FedAvg [30] would mix exits lo-

cally trained for different difficulty ranges (as explained in Fig. 1).

Such cross-model exit unalignment phenomenon is unique when

incorporating difficulty-awareness in EEN-based FL. It calls for new

model aggregation strategies, which motivates our design.

Discussions. We make the following notes on our problem setups.

• We quantify the difficulty of sample 𝑖 as its training loss

𝑙1
𝑖
at the first exit of an EEN: 𝑑′

𝑖
= 𝑙1

𝑖
. The training loss

is a widely utilized indicator for sample difficulty in self-

paced learning [19, 22] and difficulty-aware training [5, 11].

To reduce communication cost and protect privacy of local

datasets, we further quantize 𝑑′
𝑖
as follows:

𝑑𝑖 = 𝑑
∗, 𝑖 𝑓 𝑑′𝑖 ∈ [𝑑

∗, 𝑑∗ + 𝑙𝑛 𝑐
𝑟
) (3)

where {𝑑∗} are 𝑟 discrete values uniformly dividing the dif-

ficulty range [0, 𝑙𝑛 𝑐] of all samples, and 𝑐 is the number of

classes. We use the quantized difficulty 𝑑𝑖 in our designs.

• We assess the performance of EENs in two settings [11, 16,

54]. (i) Anytime Inference: It processes each testing sample

independently, and the inference may terminate at any time

due to e.g., sudden changes in resource availability. (ii) Bud-
geted Inference: It processes a batch of testing samples given

a throughput budget, where the EEN maximizes the through-

put of correct predictions.

4 Method
4.1 DarkDistill Overview
Key Idea. DarkDistill addresses the cross-model exit unalignment

problem via a difficulty-aligned, data-free knowledge distillation
scheme to aggregate the local EENs into a global one (see Fig. 2). It

measures the difficulty ranges of local datasets via a lightweight

difficulty assessment module (Sec. 4.2), which assists in training a

difficulty-conditional data generator (Sec. 4.3) that produces pseudo
data for sever-side knowledge distillation. The pseudo data is uti-

lized to align exits and transfer knowledge among matched exits of

local EEN, and DarkDistill adopts a progressive reverse knowledge
distillation strategy (Sec. 4.4) for effective knowledge transfer. In

addition to such progressive distillation, we also provide a parallel

variant (Sec. 4.5) to accelerate model aggregation.
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Figure 2: DarkDistill overview.

Workflow. DarkDistill adopts an iterative training framework in

typical client-server based FL [30]. There are three steps in each

communication round (see Algorithm 1).

• Step 1: Local Processing. After receiving the global model

parameters 𝜃 , client 𝑘 takes the parameters of the first𝑚𝑘
exits as its local model 𝜃𝑘 . Client 𝑘 trains 𝜃𝑘 via existing (cen-

tralized) difficulty-aware schemes. Meanwhile, it measures
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the difficulty distribution 𝑝𝑘 (𝑑) and class distribution 𝑝𝑘 (𝑦)
of its local dataset 𝐷𝑘 .

• Step 2: Generator Training. The server utilizes {𝑝𝑘 (𝑑)} up-
loaded by clients to train difficulty-conditional generators,

which produce pseudo data with controllable difficulty lev-

els. The data will assist in knowledge distillation between

intermediate models in the server-side.

• Step 3: Model Aggregation. The server first aggregates the
local models of the same number of exits into intermedi-

ate models via standard parameter averaging [30], where

𝜃𝑚 denotes an intermediate model with𝑚 exits. The sever

then transfers knowledge of pseudo data among exits with

matched difficulty ranges from an intermediate model with

𝑚 exits to one with𝑚 + 1 exits, starting from the shallowest

intermediate model. After difficulty-aligned distillation, we

aggregate all the intermediate models exit-wise [20] as the

global model to be disseminated to clients in the next round.

We explain the uniquemodules in DarkDistill over standard FedAvg,

i.e., difficulty assessment, difficulty-conditional data generator, pro-

gressive reverse knowledge distillation and its acceleration below.

Algorithm 1: ServerExecute

Input: global model parameters 𝜃0, Generators parameters

{𝜙0}, learning rate 𝛾, 𝛽
1 for communication round 𝑞 = 1, ..., 𝑄 do
2 𝜃𝑞+1, {𝜃𝑞𝑚} ← 0

3 // Step1: Local Processing

4 for selected client 𝑘 do
5 𝜃

𝑞+1
𝑘

, 𝑝𝑘 (𝑑), 𝑝𝑘 (𝑦) ← ClientExecute(𝜃𝑞, 𝐷𝑘 )
6 𝜃

𝑞
𝑚𝑘
← 𝜃

𝑞
𝑚𝑘
+ |𝐷𝑘 |
|𝐷𝑚𝑘

| 𝜃
𝑞+1
𝑘

7 // Step2: Generator Training

8 Attain {𝑝𝑚 (𝑑)}, {𝑝𝑚 (𝑦)} based on {𝑝𝑘 (𝑑)}, {𝑝𝑘 (𝑦)}
9 for𝑚 = 1, ..., 𝑀 − 1 do
10 𝜙

𝑞+1
𝑚 ← 𝜙

𝑞
𝑚 − 𝛽∇𝜙𝑞

𝑚
L𝐺 (𝜙

𝑞
𝑚, 𝜃

𝑞+1
𝑚 ) ⊲ By Eq. (5)

11 // Step3: Model Aggregation

12 for𝑚 = 1, ..., 𝑀 − 1 do
13 Conditions 𝑦 ∼ 𝑝𝑚 (𝑦), 𝑑 ∼ 𝑝𝑚 (𝑑), 𝜖 ∼ N(0, 𝐼 )
14 Generate 𝜉𝑚 ∼ 𝐺𝑚 (𝑦,𝑑, 𝜖 ;𝜙𝑚) based on 𝑦,𝑑, 𝜖

15 𝑔𝑚+1 ← ∇𝜃𝑞
𝑚+1
L𝐾𝐷 (𝜃

𝑞
𝑚, 𝜃

𝑞

𝑚+1; 𝜉𝑚) ⊲ By Eq. (7)

16 for𝑚 = 𝑀, ..., 1 do
17 𝜃

𝑞+1
𝑚 ← 𝜃

𝑞
𝑚 − 𝛾𝑔𝑚

18 𝜃𝑞+1 [𝑚] ← 𝜃𝑞+1 [𝑚] +∑𝑀
𝑚1=𝑚

|𝐷𝑚
1
|∑𝑀

𝑚
2
=𝑚 |𝐷𝑚

2
| 𝜃
𝑞+1
𝑚1
[𝑚]

19 return 𝜃𝑞+1

4.2 Difficulty Assessment of Local Datasets
This module measures the difficulty distribution of clients’ local

datasets. In edge computing scenarios, clients have not only hetero-

geneous compute capabilities but also non-IID datasets. Accordingly,

the difficulty distributions of local datasets vary across clients, and

should be assessed with a unified scale for difficulty-aligned KD.

Algorithm 2: ClientExecute
Input: Local model parameters 𝜃𝑞 , Local dataset 𝐷𝑘 , Local

epoch 𝐸, local model learning rate 𝛾

1 𝜃
𝑞,0

𝑘
← 𝜃𝑞 [:𝑚𝑘 ]

2 for local epoch 𝑡 = 1, ...,𝑇 do
3 𝜃

𝑞,𝑡

𝑙
← 𝜃

𝑞,𝑡

𝑙
− 𝛾∇L(𝜃𝑞,𝑡−1

𝑘
;𝐷𝑘 ) ⊲ By Eq. (1)

4 𝐿𝑡 ← {𝑙1
𝑖
, ..., 𝑙

𝑚𝑘

𝑖
} |𝐷𝑘 |
𝑖=1

on 𝜃
𝑞,𝑡

𝑘

5 Attain 𝑝𝑘 (𝑑) based on 𝐿𝑇 as Eq. (3)

6 𝑝𝑦 (𝑑) ←
𝑛
𝑦

𝑘

|𝐷𝑘 | , 𝜃
𝑞+1
𝑘
← 𝜃

𝑞,𝑇

𝑘

7 return 𝜃𝑞+1
𝑘

, 𝑝𝑘 (𝑑), 𝑝𝑘 (𝑦)

We normalize the difficulty 𝑑𝑖 of sample 𝑖 by performing infer-

ence on the global EEN as the unified scale, and takes the loss at

the first layer as the difficulty estimate (see Eq. (3)). Then the diffi-

culty distribution of client 𝑘 is calculated as 𝑝𝑘 (𝑑) =
𝑛𝑑
𝑘

|𝐷𝑘 | , where

𝑛𝑑
𝑘
is the number of samples of difficulty 𝑑 in client 𝑘 . The above

difficulty assessment should be performed every communication

round, since the global model used for inference on local datasets

is updated in every round.

To avoid per-round EEN inference on clients, we leverage the

loss each sample derived from the last local training epoch as approx-
imated loss in Eq. (3), since the local model 𝜃

𝑞,𝑇

𝑘
may not notably

deviate from the initial 𝜃𝑞 [:𝑚𝑘 ] between rounds.

In addition to 𝑝𝑘 (𝑑), client 𝑘 also uploads its class distribution

𝑝𝑘 (𝑦) =
𝑛
𝑦

𝑘

|𝐷𝑘 | , where 𝑛
𝑦

𝑘
is the number of samples for 𝑦 class in 𝐷𝑘 .

4.3 Difficulty-Conditional Data Generator
This module trains generators that output difficulty-conditioned
pseudo data for indeterminate models. Specifically, we train one

generator 𝐺𝑚 independently for each intermediate model 𝜃𝑚 to

produce pseudo data𝑥 , whichwill be used for knowledge distillation

in Sec. 4.4. The 𝑥 is referred to as follows:

𝑥 ∼ 𝐺𝑚 (𝑦,𝑑, 𝜖 ;𝜙𝑚) (4)

where 𝜙𝑚 is model parameters of 𝐺𝑚 , 𝜖 is a Gaussian noise vector

from N(0, 𝐼 ), and 𝑥 is the pseudo data based on given difficulty 𝑑

and class𝑦, sampled from 𝑝𝑚 (𝑑) and 𝑝𝑚 (𝑦), which are the difficulty

distribution and class distribution of 𝜃𝑚 . The difficulty distribution

𝑝𝑚 (𝑑) of 𝜃𝑚 is defined as 𝑝𝑚 (𝑑) =
∑

𝑘∈𝑆𝑚 𝑝𝑘 (𝑑 )× |𝐷𝑘 |∑
𝑘∈𝑆𝑚 |𝐷𝑘 | , where 𝑝𝑚 (𝑑)

is the difficulty distribution of local dataset for 𝑚 exits clients,

denoted by 𝑆𝑚 . The class distribution 𝑝𝑚 (𝑦) of 𝜃𝑚 is calculated

similarly based on {𝑝𝑘 (𝑦)}𝑘∈𝑆𝑚 . Note that it is common to upload

meta information like the distributions i.e., 𝑝𝑘 (𝑑) and 𝑝𝑘 (𝑦) of local
datasets in data-free KD based federated learning [50, 56, 59].

4.3.1 Generator Architecture. The generator is based on MLP, it

takes one-hot label vector𝑦, difficulty𝑑 and noise 𝜖 as the input, and

after passing through a hidden layer with dimension 𝑑ℎ , it outputs

outputs a feature representation with dimension 𝑑𝑟 at last. We set

the noise dimension 𝑑𝜖 as the classes of dataset, and 𝑑ℎ = 1000.

Notably, Deit model is based on Transfermer [48] architecture,

which has a embedding layer before the first block, since we set𝑑𝑟 =
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197 × 192, where 197 is the number of tokens and 192 is the latent

representation of Deit-Tiny. Benefits from that, the output can be

directly input to the first block (encoder) to avoid the computation

of the embedding layer and simulate raw data.

4.3.2 Generator Training. Our generator differs from those in pre-

vious data-free KD [59] in two unique constraints.

• Difficulty Simulation. It should simulate datasets con-

ditioned on difficulty. The measured difficulty vector
ˆ𝑑 of

pseudo data 𝑥 should resemble 𝑑 sampled from 𝑝 (𝑑). It can
be enforced by minimizing the difference |𝑑 − ˆ𝑑 |.

L𝑑𝑖 𝑓 (𝜙𝑚, 𝜃𝑚) = E�̃�∼𝐺𝑚 (𝑦,𝑑,𝜖 ;𝜙𝑚 ) |𝑑 − ˆ𝑑 |
• Classification. It should represent knowledge extracted

from multi-exit networks (i.e., intermediate models in our

case). In other words, pseudo data 𝑥 must be correctly classi-

fied by all exits of the targeted intermediate model.

L𝑐𝑒 (𝜙𝑚, 𝜃𝑚) = E�̃�∼𝐺𝑚 (𝑦,𝑑,𝜖 ;𝜙𝑚 )

𝑚∑︁
𝑖=1

CE(𝜈 (ℎ𝑖 (𝑥 ;𝜃𝑚)), 𝑦)

We simply weights of above loss functions as 1, and a generator

with parameters 𝜙𝑚 simulates difficulty-conditioned knowledge

from intermediate model 𝜃𝑚 by optimizing the following objective.

min

𝜙𝑚
L𝐺 (𝜙𝑚, 𝜃𝑚) = L𝑑𝑖 𝑓 (𝜙𝑚, 𝜃𝑚) + L𝑐𝑒 (𝜙𝑚, 𝜃𝑚) (5)

4.4 Progressive Reverse Knowledge Distillation
This section presents a novel reverse knowledge distillation scheme

among intermediate models. As mentioned in Sec. 4.1, distillation

proceeds from an intermediate model with𝑚 exits to one with𝑚+1
exits, while knowledge is selectively transferred among exits based

on their difficulty ranges.

Distillation between Adjacent Intermediate Models. We first

explain how to transfer knowledge from a teacher model T with𝑚

exits, to a student model S with𝑚 + 1 exits, in a difficulty-aligned
and effective manner. We enable difficulty-aligned distillation via

the following designs.

difficulty
distance

�� 
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Figure 3: Adaptive weight based on difficulty distance.

• Exit Pairing. Due to different model depths between T and

S, there is no exact match in difficulty among their exits.

Hence, we connect all the𝑚(𝑚 + 1) exit pairs to maximize

distillation flexibility and rely on dataset matching and KD

weights for difficulty-aligned distillation.

• Dataset Matching. Since each exit of 𝜃𝑚 targets at a distinct

difficulty range, we associate each exit to a unique dataset

for distillation. Ideally, this corresponds to the local datasets

that 𝜃𝑚 is trained on, which are inaccessible at the server. We

approximate the training data for exit 𝑖 of 𝜃𝑚 by performing

inference on the pseudo data set 𝜉 = {𝑥,𝑦, 𝑑} generated for

𝜃𝑚 , since the local difficulty-aware training minimizes train-

test mismatch [18, 20, 25]. Specifically, for exit 𝑖 of 𝜃𝑚 , its

dataset for distillation is subset 𝜉𝑖
𝜃𝑚

, which are samples in 𝜉

that terminate their inference at exit 𝑖 .

• Exit-Wise KD Weight. Shown as Fig. 3, after identifying the

intended difficulty ranges for exit 𝑖 of T and exit 𝑗 of S,
i.e., by their associated datasets 𝜉𝑖T and 𝜉

𝑗

S , we assign an

exit-wise weight for distillation from exit 𝑖 of T to exit 𝑗

of S proportional to the similarity between their targeted

difficulty ranges as follows:

𝜇𝑖, 𝑗 = 𝜈 (
∑︁

𝑑T ∈𝜉𝑖T

∑︁
𝑑S ∈𝜉 𝑗S

|𝑑T − 𝑑S |) (6)

where we sum over the differences in sample-wise difficulty

and normalize it via softmax.

We further ensure effective reverse distillation by (i) transfer-
ring feature and relation, and (ii) imposing model-wise distillation
weights. The final distillation objective is calculated as:

L𝐾𝐷 (𝜃𝑚, 𝜃𝑚+1; 𝜉T ) = 𝑤𝑚
𝑚∑︁
𝑖=1

𝑚+1∑︁
𝑗=1

𝜇𝑖, 𝑗𝜓 (F 𝑖T , F
𝑗

S)

F 𝑖T , F
𝑗

S = {𝑓 𝑖 (𝑥 ;𝜃𝑚) |𝑥 ∈ 𝜉𝑖T }, {𝑓
𝑗 (𝑥 ;𝜃𝑚+1) |𝑥 ∈ 𝜉𝑖T }

(7)

where 𝑓 𝑖 (𝑥 ;𝜃𝑚) is the feature of 𝑥 which input into 𝑖-th classifier

of intermediate model 𝜃𝑚 , F 𝑖T (F 𝑗S ) is the set of feature for 𝜉
𝑖
T at

exit 𝑖 ( 𝑗 ) of T (S), and we optimize 𝑚 + 1 exits of S jointly on

𝜉T by the relation-based knowledge distillation loss𝜓 (·) [35]. The
model-wise weight𝑤𝑚 =

∑
𝑘∈𝑆𝑚 |𝐷𝑘 |∑
𝑘∉𝑆𝑀

|𝐷𝑘 | accounts for the differences

in numbers of training samples across models.

Progressive Distillation. The above distillation from 𝜃𝑚 to 𝜃𝑚+1
starts from the shallowest and proceeds incrementally to the deep-

est. Such sequential distillation may cause error accumulation [49].

That is, if improper distillation occurs at a certain model and its

parameters are updated immediately, the error will propagate to

subsequent distillation among deeper models. To mitigate error

accumulation, we calculate gradients 𝑔𝑚+1 of the distillation loss

for student intermediate model S without updating its parameters;

and utilize the gradients to update all intermediate models together

after distillation to the deepest model (lines 15-16 in Algorithm 1).

4.5 Parallel Variant for Acceleration
This section introduces DarkDistill-PL, a variant of DarkDistill

that accelerates the server-side KD (see Fig. 4). Unlike DarkDis-

till, which sequentially transfers knowledge from one intermediate

model to another, DarkDistill-PL simultaneously distills the ensem-

ble knowledge of all immediate knowledge to the global model

S parameterized by 𝜃 in an exit-wise manner. The workflow of

DarkDistill-PL is presented in Algorithm 3.

Exit-Wise Parallel Distillation.We approximately align the diffi-

culty of exits by matching their locations rather than their training

datasets as Sec. 4.4 to simplify the design. Specifically, we organize

the𝑀 intermediate models as𝑀 teachers {T𝑚}𝑀𝑚=1
by exits. That is,
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T𝑚 corresponds to the𝑚-th exits of intermediate models. Its ensem-

ble knowledge corresponds to features accumulated over {𝜃𝑚} that
have at least𝑚 exits, i.e., 𝐹𝑚 (𝑥 ; {𝜃𝑚}) =

∑𝑀
𝑖=𝑚

𝑛𝑖∑𝑀
𝑖′=𝑚 𝑛𝑖′

𝑓𝑚 (𝑥 ;𝜃𝑖 ),
where 𝑛𝑖 =

∑
𝑘∈𝑆𝑖 |𝐷𝑘 |. The ensemble knowledge of T𝑚 on pseudo

datasets {𝜉𝑚} is distilled to exit𝑚 of the global model (denoted by

S𝑚) by optimizing the objective below:

L𝐾𝐷 ({𝜃𝑚}, 𝜃 ; {𝜉𝑚}) =
1

𝑀

𝑀∑︁
𝑚=1

𝜓 (FT𝑚 , FS𝑚 ),

FT𝑚 , FS𝑚 = {𝐹𝑚 (𝑥 ; {𝜃𝑚}) |𝑥 ∈ 𝜉𝑚}, {𝑓𝑚 (𝑥 ;𝜃 ) |𝑥 ∈ 𝜉𝑚}
(8)

Difficulty-Increased Data Generators. The parallel distillation
above needs a new generator design. As shown in Fig. 4, DarkDistill-

PL assigns one generator for each T𝑚 , and they should generate

pseudo data with increasing difficulty. That is, pseudo data pro-

duced by the generator for T𝑚+1 is more difficult than that for T𝑚 .

This is implemented by maximizing the difference in difficulty of

generators for adjacent exits as follows:

L𝑑𝑖 𝑓 (𝜙𝑚+1, 𝜙𝑚)=E�̃�𝑚+1∼𝐺𝑚+1 (𝑦;𝜙𝑚+1 )
ˆ𝑑𝑚+1−E�̃�𝑚∼𝐺𝑚 (𝑦;𝜙𝑚 )

ˆ𝑑𝑚
(9)

where 𝑥𝑚+1 is the pseudo data for T𝑚+1, and ˆ𝑑𝑚+1 is the difficulty of

𝑥𝑚+1, measured as Eq. (3) based on its ensemble logits [56], which

is larger than
ˆ𝑑𝑚 to ensure increased difficulty. Classification loss of

DarkDistill-PL is similar to the second term of Eq. (5) but also utilizes

ensemble logits 𝐻𝑚 (𝑥), where 𝐻𝑚 (𝑥) = ∑𝑀
𝑖=𝑚

𝑛𝑖∑𝑀
𝑖′=𝑚 𝑛𝑖′

ℎ𝑚 (𝑥 ;𝜃𝑖 ).
The objective of 𝜙𝑚+1 in DarkDistill-PL is presented as follows:

min

𝜙𝑚+1
L𝐺 (𝜙𝑚, 𝜙𝑚+1, {𝜃𝑚})=L𝑑𝑖 𝑓 (𝜙𝑚, 𝜙𝑚+1,{𝜃𝑚})+L𝑐𝑒 (𝜙𝑚+1, 𝜃𝑚+1)

(10)
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Figure 4: Variant of DarkDistill with parallel distillation.

4.6 Convergence Analysis
Under assumptions in Appendix A, our proposed federated EEN

training algorithm converges in FL with heterogeneous clients (see

Theorem 1). We extend the analysis in [58] from single-exit network

to multi-exit network. All proofs are in Appendix A.

Theorem 1. If the learning rate𝛾 of local training satisfies 1

𝑇
√
𝑄
≤

𝛾 < 1

6𝑀2𝐿𝑇
, our solution coverages to a neighborhood of a stationary

point of standard FL as follows:

1

𝑄

𝑄∑︁
𝑞=1

E∥∇L(𝜃𝑞)∥2 ≤ 𝐺0√
𝑄
+𝑉0 +

𝐻0

𝑇
+ 𝐼0√

𝑄

𝑄∑︁
𝑞=1

E∥𝜃𝑞 ∥2 (11)

Algorithm 3: ServerExecute-PL

Input: global model parameters 𝜃0, generators parameters

{𝜙0𝑚}, learning rate 𝛾, 𝛽

1 for communication round 𝑞 = 1, ..., 𝑄 do
2 𝜃𝑞, {𝜃𝑞𝑚} ← 0

3 // Step1: Local Processing

4 for client 𝑘 selected do
5 𝜃

𝑞+1
𝑘

, 𝑝𝑘 (𝑑), 𝑝𝑘 (𝑦) ← ClientExecute(𝜃𝑞, 𝐷𝑘 )
6 𝜃

𝑞
𝑚𝑘
← 𝜃

𝑞
𝑚𝑘
+ |𝐷𝑘 |
|𝐷𝑚𝑘

| 𝜃
𝑞+1
𝑘

7 // Step2: Generator Training

8 Attain 𝑝𝑚 (𝑑), 𝑝𝑚 (𝑦) based on {𝑝𝑘 (𝑑), 𝑝𝑘 (𝑦)}𝑘∈𝑆𝑚
9 for𝑚 = 1, ..., 𝑀 do
10 Conditions 𝑦 ∼ 𝑝𝑚 (𝑦), 𝑑 ∼ 𝑝𝑚 (𝑑), 𝜖 ∼ N(0, 𝐼 )
11 Generate 𝜉𝑚 ∼ 𝐺𝑚 (𝑦,𝑑, 𝜖) based on 𝑦,𝑑, 𝜖

12 𝜙
𝑞+1
𝑚 ← 𝜙

𝑞
𝑚 − 𝛽∇𝜃𝑞𝑚L𝐺 (𝜙𝑚, {𝜃

𝑞
𝑚}) ⊲ By Eq. (10)

13 // Step3: Model Aggregation

14 for𝑚 = 1, ..., 𝑀 do
15 𝜃𝑞 [𝑚] ← 𝜃𝑞 [𝑚] +∑𝑀

𝑚1=𝑚
|𝐷𝑚

1
|∑𝑀

𝑚
2
=𝑚 |𝐷𝑚

2
| 𝜃
𝑞
𝑚1
[𝑚]

16 Generate pseudo latent {𝜉𝑚}𝑚∈𝑀 with {𝐺𝑚}𝑚∈𝑀
17 𝜃𝑞+1 ← 𝜃𝑞 − 𝛾∇𝜃𝑞L𝐾𝐷 ({𝜃

𝑞
𝑚}, 𝜃𝑞 ; {𝜉𝑚}) ⊲ By Eq. (8)

18 return 𝜃𝑞+1

where 𝐺0 = 4E[L(𝜃0)], 𝑉0 = 𝐾𝐺
36Γ∗ , 𝐻0 = 𝑀𝐾𝜎2

(Γ∗ )2 +
𝐾𝐺

18Γ∗𝑀 and

𝐼0 =
𝐿2𝛿2𝐾 (2𝑀+1)

Γ∗
√
𝑄

are constants related to the initial model param-

eters 𝜃0, assumption bounds 𝐿, 𝜎, 𝛿,𝐺 , and federated configurations
Γ∗, 𝑀,𝑇 ,𝑄, 𝐾 . Concretely, Γ∗ is the occurrence for the parameter of
the last block and its classifier in local models, 𝑀 is the largest exit
number of local models, 𝑇 is the local training epoch, 𝑄 is the total
communication round, 𝐾 is the number of clients.

5 Experiments
5.1 Experimental Setup
Baselines. We compare DarkDistill and DarkDistill-PL against

FL methods with heterogeneous clients that utilize EEN. For fair

comparison, we extend them for difficulty-aware training by apply-

ing existing centralized difficulty-awareness schemes to their local

training. We consider the following schemes for local training.

• None [44]: Jointly exit training without difficulty-awareness.

• BoostNet [54]: Difficulty-aware training via boosted gradi-

ent and accumulative logits.

• L2W-DEN [11]: Difficulty-aware training by meta learning

of sample-adaptive exit weights. It requires computation-

intensive meta learning on clients.

The above local training strategies are integrated with the fol-

lowing FL schemes for evaluation.

• ExclusiveFL: Naive baseline that only involves clients that

can train the global model in FL.

• InclusiveFL [29]: Generic FL that transfers momentum

knowledge from large models to small ones.
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• ScaleFL [18]: EEN-based FL method that scales both the

widths and depths of local models. It uses self-distillation

within local models at clients, transferring knowledge from

the last exit to shallower one.

• DepthFL [20]: EEN-based FL that scales model depths. It

also uses self-distillation within local models at clients, but

manually transfers knowledge between exits.

• ReeFL [25]: EEN-based FL that devises a shared classifier for

all exits and selects the exit with the smallest loss to teach

other exits at clients.

• DarkDistill: Our difficulty-aligned model aggregation strat-

egy with progressive KD.

• DarkDistill-PL: Our difficulty-aligned model aggregation

strategy with parallel KD.

Datasets &Model.We experiment with CIFAR-100 [21] and SVHN

[33] for image classification, and SpeechCommandsV2 [53] for

speech classification. We finetune a pre-trained, transformer-based

model, i.e., a variant of tiny DeiT [47], in both full-parameter (Full)

and parameter-efficient (LORA [15]) setups. The model is config-

ured with 4 exits (including the last one) by default. Details of how

to add early exits are in Appendix B.1.

Client Heterogeneity. Following previous FL with heterogeneous

clients studies [20, 25], we set 100 clients, divided into 4 levels

with increasing compute capabilities, with 4 sizes of local model.

We simulate three client heterogeneity settings by varying the

distributions of high- and low-end clients (details in Appendix B.1.4).

We also use Dirichlet distribution Dir(𝛼) on label ratios to simulate

the non-IID data among clients, where a smaller 𝛼 represents higher

data heterogeneity. The training hyperparameters for baselines and

our works are detailed in Appendix B.1.

5.1.1 Metrics. We assess the accuracy of the global EEN in two

settings. (i) Anytime inference: It measures the accuracy of each exit

assuming sufficient budgets. (ii) Budget inference: It measures the

accuracy of a batch samples within given budgets.

5.2 Main Results
Performance of Anytime Inference. Table. 1 summarizes the

mean and standard deviation of test accuracy across all 4 exits of

global EEN. Our solutions achieve the highest accuracy in both

fine-tuning settings. Comparing the columns with and without

difficulty-awareness (BoostNet) for local training, we observe in-

creased accuracy in most FL baselines for both Full and LORA, ex-

cept for ReeFL [25], which is caused by shared exit. This validates

the necessity of difficulty-aware training in federated EEN training.

Comparisons between local difficulty-aware training schemes i.e.,
BoostNet vs. L2W-DEN are deferred to ablation studies (see Sec. 5.3).

In full-parameter fine-tuning, DarkDistill and DarkDistill-PL with

BoostNet are the top 2 on all datasets, which have about 2% increase.

Meanwhile, the larger SD across exits accuracy presents DarkDistill

can specialize exits on difficulty ranges. For LORA, DarkDistill is

still the best. We exclude DarkDistill-PL for LORA since it aims

to improve efficiency when training large numbers of parameters

and thus is more suited for the full-parameter case. Additionally,

our work exhibits a larger standard deviation across exits, which

confirms that these exits are specialized to specific difficulty ranges.

Performance of Budgeted Inference. Fig. 5 plots the test accu-
racy given different computation budgets (measured in amounts of

Mul-Adds), where the global EEN is finetuned with various EEN-

based FL methods together with BoostNet for local difficulty-aware

training on CIFAR-100 with various 𝛼 . As is shown, our DarkDistill

and DarkDistill-PL can improve the accuracy over the baselines at

various computation budgets. For example, in Full with 𝛼 = 1000,

DarkDistill-PL improves the accuracy by 2.2% when evoking 15M

Mul-Adds, and achieves the same peak accuracy of the baselines yet

is 1.4 times faster; in Full when 𝛼 = 0.1, DarkDistill-PL increases the

accuracy by 2.9% and 2.1% at 13M and 25M Mul-Adds, respectively,

and is 1.4 times faster than baselines to achieve the same accuracy

of 63.7%. For LORA, DarkDistill also achieves higher accuracy and

faster inference than the baselines.
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Figure 5: Budgeted inference: performance on CIFAR-100
with varied 𝛼 in Full and LORA setups.

5.3 Ablation Study
Effectiveness of Generator. Fig. 6 visualizes the feature space of
pseudo data produced by the generators of DarkDistill for three

classes. As is shown, the pseudo data is divided into 4 clusters with

various difficulty levels {1, 2, 3, 4}. It implies that the generators can

produce pseudo data at specified difficulty for a given class.

Difficulty 1 Difficulty 2 Difficulty 3 Difficulty 4

(a) Fox (b) Mouse (c) Wolf

Figure 6: Visualization of pseudo data generated by DarkDis-
till with difficulty-increased samples.
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Table 1: Anytime inference performance to finetune a 4-exit DeiT-tiny model (best accuracy in bold; second best underlined).

Finetune Difficulty-aware Approach

CIFAR-100 [21]

SVHN [33] SpeechCmds [53]

𝛼 = 0.1 𝛼 = 1 𝛼 = 1000

Full

None

ExclusiveFL 26.60±3.10 49.96±11.48 41.58±7.01 85.28±2.97 87.00±2.88
InclusiveFL [29] 40.10±2.03 58.83±6.98 61.40±7.01 82.95±0.34 91.90±1.42
ScaleFL [18] 54.99±10.61 63.21±9.14 63.82±9.87 88.24±0.78 92.56±0.26
DepthFL [20] 40.70±1.57 59.01±5.18 61.71±5.73 83.45±0.43 92.05±0.60
ReeFL [25] 59.24±8.00 63.37±7.72 63.90±8.68 88.37±1.27 93.12±1.14

BoostNet [54]

ExclusiveFL 48.68±13.66 57.57±15.12 58.65±15.31 87.30±2.89 91.07±2.58
InclusiveFL [29] 57.10±7.21 62.96±8.12 64.01±8.24 87.86±1.66 92.91±1.10
ScaleFL [18] 52.74±13.82 60.55±11.93 60.73±10.80 87.91±0.77 92.03±0.37
DepthFL [20] 58.15±6.73 63.81±6.34 64.19±6.73 87.74±1.01 92.72±0.64
ReeFL [25] 59.01±7.98 63.08±9.03 63.66±7.31 88.39±1.28 93.01±1.18
DarkDistill 60.48±7.93 64.50±7.97 65.67±7.48 88.41±1.46 93.31±1.13
DarkDistill-PL 61.05±8.19 65.12±7.02 65.49±7.88 88.48±1.57 93.42±0.98

LORA [15]

None

ExclusiveFL 44.44±18.61 52.33±18.56 52.88±18.17 83.78±4.43 88.72±3.15
InclusiveFL [29] 44.82±23.36 54.26±21.38 54.76±21.37 85.16±5.31 89.58±3.04
ScaleFL [18] 22.17±23.36 30.85±30.58 32.58±31.96 76.42±13.14 58.82±34.80
DepthFL [20] 52.17±14.16 57.09±14.78 57.63±14.48 85.69±2.71 90.11±2.04
ReeFL [25] 52.32±9.83 57.74±11.78 58.16±11.69 85.54±3.00 89.56±2.62

BoostNet [54]

ExclusiveFL 50.34±13.63 55.68±15.33 56.48±15.33 84.48±3.88 88.51±2.26
InclusiveFL [29] 54.25±11.78 59.66±11.72 59.81±11.66 85.96±2.50 90.38±2.10
ScaleFL [18] 40.46±22.36 47.18±24.11 48.26±24.17 81.70±3.14 80.19±4.83
DepthFL [20] 55.85±9.45 60.95±9.20 61.45±9.04 79.90±1.61 90.93±1.29
ReeFL [25] 51.57±9.82 58.04±11.88 58.62±11.91 85.44±2.92 89.40±2.44
DarkDistill 57.32±11.91 61.24±11.06 61.74±11.42 86.11±2.16 91.06±2.08

Robustness of Generator. The experiments in Table. 2 prove that

DarkDistill, DarkDistill-PL are robust across different generator
architectures. For full parameters fine-tuning, our work always

outperforms SOTA on CIFAR-100 with varied combinations of noise

dimension 𝑑𝜖 and hidden dimension 𝑑ℎ .

Table 2: Effects of theGeneratorNetwork Structure onCIFAR-
100 (DarkDistill is left; DarkDistill-PL is right).

𝑑𝜖
𝑑ℎ

64 128 256 512

2 64.79 |64.88 65.05 |64.93 65.32 |65.25 65.10 |65.11
16 65.38 |64.91 65.20 |65.09 65.37 |64.65 65.18 |65.51
32 65.05 |64.79 65.06 |64.79 65.28 |65.08 65.60 |64.90
64 65.15 |64.92 65.74 |64.93 64.91 |64.55 65.06 |65.05

SOTA 64.19±6.73

Impact of Local Difficulty-Aware Training. Our main results

adopt BoostNet for local difficulty-aware training. This experiment

tests L2W-DEN, another local difficulty-aware training scheme.

Table. 3 shows the anytime inference accuracy on CIFAR-100 for

LORA using the two methods for local training. We choose the

LORA setting because L2W-DEN involves on-device meta-learning,

which imposes drastic computation burden for full-parameter train-

ing at clients. Aligned with previous studies [5, 11], L2W-DEN

improves the accuracy over BoostNet (yet with larger computation

overhead). Our DarkDistill still outperforms the baselines, which

implies it functions with other difficulty-aware training strategies.

Table 3: Impact of local difficulty-aware strategy for LORA.

Approch

𝛼 = 1 𝛼 = 1000

BoostNet L2W-GEN BoostNet L2W-GEN

InclusiveFL [29] 59.66±11.72 59.99±10.34 59.81±11.66 60.82±10.48
ScaleFL [18] 47.18±24.11 52.67±18.52 48.26±24.17 53.61±18.31
DepthFL [20] 60.95±9.20 61.92±8.15 61.45±9.04 62.42±8.65
ReeFL [25] 58.04±11.88 57.87±12.17 58.62±11.91 59.09±12.87
DarkDistill 61.42±11.06 62.08±11.26 61.74±11.42 62.90±10.31

Contributions of Individual Modules. Table. 4 decomposes the

contributions of knowledge distillation (KD) and difficulty condi-

tion of data generator (G) in DarkDistill, measured by their anytime

inference accuracy on CIFAR-100. For G, ✗ means traditional gen-

erator without difficulty condition. Our KD scheme improves 0.5%,

and the generator with difficulty condition further boosts the ac-

curacy by 0.5%. This proves that the two are mutually reinforcing.

Table 4: Contributions of KD and Generator of DarkDistill.

Finetune KD G Exit-1 Exit-2 Exit-3 Exit-4 Avg

Full

✗ ✗ 53.67 64.89 70.54 70.30 64.85

✓ ✗ 53.70 65.49 70.80 69.94 64.98

✓ ✓ 55.10 65.67 71.26 70.64 65.67

LORA [15]

✗ ✗ 44.84 62.19 68.33 68.50 60.97

✓ ✗ 44.87 62.73 69.15 69.30 61.51

✓ ✓ 45.28 62.71 69.43 69.52 61.74
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Table 5: Table. 1’s Extension: SST-2 on 4-exit Bert model (best accuracy in bold; second best underlined).

Difficulty-aware ExclusiveFL InclusiveFL ScaleFL DepthFL ReeFL DarkDistill DarkDistill-PL

None 78.07±0.20 80.13±0.33 80.36±0.39 80.02±0.11 81.79±0.14 / /

BoostNet 79.07±0.27 81.59±0.14 81.82±0.15 81.33±0.14 81.76±0.30 82.11±0.42 83.02±0.39

InclusiveFL ScaleFL DepthFL ReeFL DarkDistill DarkDistill-PL
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Figure 7: Federated training convergence and performance of CIFAR-100 with Full and LORA.

Table 6: Impact of client heterogeneity on accuracy, tested on CIFAR-100 (best accuracy in bold; second best underlined).

Finetune

Major Devices Low-end [0.4,0.3,0.2,0.1] Normal [0.25,0.25,0.25,0.25] High-end [0.1,0.2,0.3,0.4]

Approach 𝛼 = 0.1 𝛼 = 1 𝛼 = 1000 𝛼 = 0.1 𝛼 = 1 𝛼 = 1000 𝛼 = 0.1 𝛼 = 1 𝛼 = 1000

Full

InclusiveFL [29] 48.69±3.22 57.93±6.36 60.04±6.42 57.10±7.21 62.96±8.12 64.01±8.24 60.00±9.61 65.84±8.77 66.43±9.55
ScaleFL [18] 40.54±11.12 54.18±8.76 56.53±8.39 52.74±13.82 60.55±11.93 60.73±10.80 58.73±14.73 63.42±13.34 63.45±13.01
DepthFL [20] 53.36±4.64 61.54±4.88 61.96±4.63 58.15±6.73 63.81±6.34 64.19±6.73 61.43±8.42 65.40±7.61 65.71±7.09
ReeFL [25] 53.79±5.95 60.00±5.59 61.02±7.16 59.01±7.98 63.08±9.03 63.66±7.31 61.77±8.61 65.15±9.13 65.87±9.63
DarkDistill 55.89±5.63 61.81±5.66 62.32±5.48 60.48±7.93 64.50±7.97 65.67±7.48 62.88±10.41 66.01±8.85 67.02±9.16
DarkDistill-PL 56.42±4.88 62.11±5.19 62.98±6.58 61.05±8.19 65.12±7.02 65.49±7.88 63.86±10.45 66.54±8.31 67.44±9.98

LORA [15]

InclusiveFL [29] 46.98±6.48 55.41±9.57 56.90±9.80 54.25±11.78 59.66±11.72 59.81±11.66 58.59±14.45 62.00±13.49 62.20±13.01
ScaleFL [18] 31.78±31.78 43.71±21.42 46.15±21.22 40.46±22.36 47.18±24.11 48.26±24.17 45.44±25.09 49.01±26.83 49.12±26.73
DepthFL [20] 50.71±7.51 58.55±6.37 59.31±8.81 55.85±9.45 60.95±9.20 61.45±9.04 58.58±10.67 62.51±9.96 62.72±10.07
ReeFL [25] 45.92±7.12 54.39±10.03 55.58±10.54 51.57±9.82 58.04±11.88 58.62±11.91 54.00±10.76 60.06±12.84 60.73±12.90
DarkDistill 53.27±8.48 58.88±5.66 59.33±8.81 57.32±11.91 61.24±11.06 61.74±11.42 60.02±14.34 62.77±13.24 62.88±13.16

Different pretrained model. We conduct extension experiments

on SST-2 [39] for GLUE benchmark with Bert [6] model, which has

12 layers and 128 hidden dimension. We show the anytime infer-

ence with 4 exits for full parameter fine-tuning in Table. 5. These

experiments show that our work is also robust across pertrained
models with different architectures.

Intermediate Results of Training. As shown in Fig. 7, all ap-

proaches reach the convergence on CIFAR-100 with varied 𝛼 and

fine-tuning setups. The accuracy of DarkDistill outperforms all

baselines, with almost the lowest training loss on the valid dataset.

Impact of Client Heterogeneity. Table. 6 lists the anytime infer-

ence accuracy on CIFAR-100 under three client heterogeneity distri-

butions. For example, “high-end” means high-end devices dominate,

where 10%, 20%, 30%, and 40% clients can train local models with 1,

2, 3, and 4 exits, respectively. Our DarkDistill and DarkDistill-PL

always outperform the baselines with the three distributions.

6 Conclusion
This paper introduces DarkDistill, a novel heterogeneous federated

learning scheme dedicated for early-exit networks (EENs) and its

parallel variant DarkDistill-PL for acceleration. We identify the

cross-model exit unalignment problem, an unexplored challenge

when extending difficulty-aware EEN training to federated contexts.

We develop a difficulty-conditional generator training strategy and

a difficulty-aligned reverse distillation scheme to aggregate EENs of

varying depths into a global model that retains its difficulty-specific

specialization. Extensive experiments on image and speech classi-

fication benchmarks show that DarkDistill outperforms existing

heteronomous federated learning solutions in both full-parameter

and parameter-efficient fine-tuning settings. We envision DarkDis-

till as a critical step for training dynamic deep neural network on

edge devices with heterogeneous resources.
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A Proof of Theorems
We extend the analysis in [58] from single-exit network to multi-

exit network. Specifically, we first introduce Assumption 1, which is

unique in EEN training. We then derive several unique lemmas for

EEN training, which extend the three lemmas in [58] for federated

EEN training (i.e., Lemma 5, Lemma 6, Lemma 7). Finally, we prove

Theorem 1 based on these lemmas.

Assumption 1 (EEN Training). For an EEN with 𝑀 exits, it’s
training loss function consists of𝑀 exits, we have:

L =

𝑀∑︁
𝑚=1

L𝑚

Assumption 2 (Smoothness). Loss functions {L𝑚
𝑘
}𝑘∈𝐾,𝑚∈𝑀 are

all L-smooth, where L𝑚
𝑘

is the loss at exit𝑚 for client 𝑘 . For any 𝜃, 𝜃 ′

and any 𝑘,𝑚, we assume that there exists 𝐿 > 0 s.t.:∇L𝑚
𝑘
(𝜃 ) − ∇L𝑚

𝑘
(𝜃 ′)

 ≤ 𝐿 𝜃 − 𝜃 ′
Assumption 3 (Server KD Noise). For 𝛿2 ∈ [0, 1) and any 𝑘 ,

the global model knowledge distillation and reduction noise in each
communication round is bounded as follows:

∥𝜃 − 𝜃𝐾𝐷 [:𝑚𝑘 ] ∥ ≤ 𝛿2 ∥𝜃 ∥
where 𝜃𝐾𝐷 = 𝜃 − 𝛾∇L𝐾𝐷 (𝜃 ) represents the parameters optimized
by server KD, and 𝜃𝐾𝐷 [:𝑚𝑘 ] is the model of client 𝑘 after reduction.

Assumption 4 (Bound Gradient). The expected squared norm
of stochastic gradients is bounded uniformly. That is, in local epoch 𝑡 ,
for constant 𝐺 > 0 and any 𝑘 , we have:

E𝜉𝑡
𝑘

∇L𝑚
𝑘
(𝜃𝑡
𝑘
; 𝜉𝑡
𝑘
)
2 ≤ 𝐺

Assumption 5 (Gradient Noise). In local dataset, for any 𝑘, 𝑡 ,
we assume a bounded gradient estimate:

E𝜉𝑡
𝑘

∇L𝑚
𝑘
(𝜃𝑡
𝑘
; 𝜉𝑡
𝑘
) − ∇L𝑚 (𝜃𝑡

𝑘
)
2 ≤ 𝜎2

Lemma 1. The gradient of each region’s parameters, calculated by
the EEN training loss, can be represented by the gradient of each exit.
For any 𝑘, 𝑖 , we have:

∇L (𝑖 )
𝑘

=

𝑀∑︁
𝑚=𝑖

∇L (𝑖 ),𝑚
𝑘

where𝑀 exits ENN has𝑀 regions. For region 𝑖 , it consists of block 𝑖
and classifier 𝑖 , and ∇L (𝑖 )

𝑘
is the gradient of region 𝑖 .

Proof. We first expandL𝑘 to
∑𝑀
𝑚=1 L𝑀𝑘 based on Assumption 1

and then utilize ∇(𝑓 + 𝑔) = ∇𝑓 + ∇𝑔:

∇L𝑘 = ∇
(
𝑀∑︁
𝑚=1

L𝑚
𝑘

)
=

𝑀∑︁
𝑚=1

∇L𝑚
𝑘

(12)

We attain

∑𝑀
𝑗=1 ∇L

(𝑖 ), 𝑗
𝑘

based on Eq. (12) at first, and then we

remove losses of exits which can’t train parameters of block 𝑖:

∇L (𝑖 )
𝑘

=

𝑀∑︁
𝑚=1

∇L (𝑖 ),𝑚
𝑘

=

𝑀∑︁
𝑚=𝑖

∇L (𝑖 ),𝑚
𝑘

(13)

□

Lemma 2. Under Lemma 1 and Assumption 4, ∥∇L𝑘 (𝜃𝑘 ; 𝜉)∥2 is
the squared norm for gradient of region 𝑖’s parameters in client 𝑘 for
training samples 𝜉 , which can be bounded as follows:

∥∇L𝑘 (𝜃𝑘 ; 𝜉)∥2 ≤ 𝑀2𝐺

Proof. This lemma quantifies the expected squared norm of the

stochastic gradient for the joint training strategy of local EENs.

LEFT =

 𝑀∑︁𝑗=1 ∇L 𝑗𝑘 (𝜃𝑘 ; 𝜉)

2

≤𝑀
𝑀∑︁
𝑗=1

∇L 𝑗
𝑘
(𝜃𝑘 ; 𝜉)

2 ≤ 𝑀2𝐺

(14)

In the first step, the joint training loss of the EEN is converted

based on Eq. (12); the second step employs the inequality |∑𝑛𝑖=1 𝑎𝑖 |2 ≤
𝑛
∑𝑛
𝑖=1 |𝑎𝑖 |2; and the final step is derived from the gradient noise

inequality, as specified in Assumption 5. □

Lemma 3. Under Lemma 1 and Assumption 2, we have:
𝑀∑︁
𝑖=1

E
∇L (𝑖 )

𝑘
(𝜃𝑞,𝑡−1
𝑘
) − ∇L (𝑖 )

𝑘
(𝜃𝑞)

2 ≤ 𝑀2𝐿2E
𝜃𝑞,𝑡−1
𝑘

− 𝜃𝑞
2

where in communication round 𝑞, 𝜃𝑞 denotes the global model param-
eters, 𝜃𝑞,𝑡−1

𝑘
is the local model parameters of client 𝑘 in local epoch

𝑡 − 1, and 𝜃𝑞,0
𝑘

= 𝜃
𝑞

𝐾𝐷
[:𝑚𝑘 ] is the initial parameters of client 𝑘 .

Proof. This lemma quantifies the difference between a local

gradient and a stochastic gradient by summing the gradients of all

parameters as follows.

LEFT =

𝑀∑︁
𝑖=1

E

 𝑀∑︁𝑗=𝑖 ∇L (𝑖 ), 𝑗𝑘
(𝜃𝑞,𝑡−1
𝑘
) − ∇L (𝑖 ), 𝑗

𝑘
(𝜃𝑞)


2

≤𝑀
𝑀∑︁
𝑗=1

E
∇L 𝑗

𝑘
(𝜃𝑞,𝑡−1
𝑘
) − ∇L 𝑗

𝑘
(𝜃𝑞)

2 ≤ 𝑀2𝐿2E
𝜃𝑞,𝑡−1
𝑘

− 𝜃𝑞
2

(15)

In the first step, we utilize Lemma 1 to simplify the gradients

of region 𝑖 , utilize the inequality |∑𝑛𝑖=1 𝑎𝑖 |2 ≤ 𝑛
∑𝑛
𝑖=1 |𝑎𝑖 |2 and

relax𝑀 − 𝑖 + 1 to𝑀 . The second step converts the parameter-wise

gradients to exit-wise gradients. Finally, we utilize Assumption 2,

which allows us to consider the difference in parameters. □

Lemma 4. Under Lemma 1 and Assumption 5, we have:
𝑀∑︁
𝑖=1

E
∇L (𝑖 )

𝑘
(𝜃𝑞,𝑡−1
𝑘

; 𝜉𝑡−1
𝑘
) − ∇L (𝑖 )

𝑘
(𝜃𝑞,𝑡−1
𝑘
)
2 ≤ 𝑀2𝜎2

Proof. We quantify the difference between a local gradient and

a stochastic gradient using the gradient noise assumption.

LEFT =

𝑀∑︁
𝑖=1

E

 𝑀∑︁𝑗=𝑖
[
∇L (𝑖 ), 𝑗

𝑘
(𝜃𝑞,𝑡−1
𝑘

; 𝜉𝑡−1
𝑘
) − ∇L (𝑖 ), 𝑗

𝑘
(𝜃𝑞,𝑡−1
𝑘
)
]

2

≤𝑀
𝑀∑︁
𝑗=1

E
∇L 𝑗

𝑘
(𝜃𝑞,𝑡−1
𝑘

; 𝜉𝑡−1
𝑘
) − ∇L 𝑗

𝑘
(𝜃𝑞,𝑡−1
𝑘
)
2 ≤ 𝑀2𝜎2

(16)

The first step is similar to the proof of Lemma 4. And then we

replace the gradients from parameter-wise to exit-wise. Finally,

we use Assumption 5 to relax the gradient estimate of all exits

objectives to𝑀𝜎2. □
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Extension. Now, based on Lemma 2, Lemma 3 and Lemma 4 we

proved above, we extend three lemmas in [58] to federated EEN

learning as Lemma 5, Lemma 6 and Lemma 7 as follows.

Lemma 5 (Extension for Lemma 1 in [58]). Under Lemma 2,
We bounds the squared norm for federated EEN training as follows:

𝑇∑︁
𝑡=1

𝐾∑︁
𝑘=1

E
𝜃𝑞,𝑡−1
𝑘

− 𝜃𝑞
2 ≤ 𝑀2𝛾2𝑇 3𝐾𝐺 + 𝛿2𝐾𝑇 · E

𝜃𝑞2
Proof. The squared norm of the difference between 𝜃

𝑞,𝑡−1
𝑘

and

𝜃𝑞 can be bounded by E∥𝜃𝑞,𝑡−1
𝑘

− 𝜃𝑞,0
𝑘
∥2 + E∥𝜃𝑞,0

𝑘
− 𝜃𝑞

𝑘
∥2. For the

first term, we apply Lemma 2 in the third step as follows:

FIR ≤
𝑇∑︁
𝑡=1

𝐾∑︁
𝑘=1

(𝑡 − 1)
𝑡−1∑︁
𝑗=1

E
−𝛾∇L𝑘 (

𝜃
𝑞,𝑗−1
𝑘

; 𝜉
𝑗−1
𝑘

)2 ≤ 𝑀2𝛾2𝑇 3𝐾𝐺

3

(17)

For the second term, the parameters changed by knowledge

distillation in server is bounded by 𝛿 based on Assumption 3:

SEC =

𝑇∑︁
𝑡=1

𝐾∑︁
𝑘=1

E
𝜃𝑞
𝐾𝐷
[:𝑚𝑘 ] − 𝜃𝑞

2 ≤ 𝛿2𝐾𝑇 · E 𝜃𝑞2 (18)

□

Lemma 6 (Extension for Lemma 2 in [58]). Under Lemma 3, we
attain the upperbound for federated EEN training as follows:

𝑀∑︁
𝑖=1

E

 1

𝑇 Γ
(𝑖 )
𝑞

∑︁
𝑘∈𝑆𝑖

𝑇∑︁
𝑡=1

[
∇L (𝑖 )

𝑘
(𝜃𝑞,𝑡−1
𝑘
) − ∇L (𝑖 ) (𝜃𝑞)

]
2

≤ 𝑀4𝐿2𝛾2𝑇𝐾𝐺

Γ∗
+ 𝑀

2𝐿2𝛿2𝐾

Γ∗
E

𝜃𝑞2
Proof. The difference of the gradient calculated by local model

and global model can be bounded by Lemma 5.

LEFT ≤
𝑀∑︁
𝑖=1

1

Γ
(𝑖 )
𝑞 𝑇

𝑇∑︁
𝑡=1

∑︁
𝑘∈𝑆𝑖

E
∇L (𝑖 )

𝑘
(𝜃𝑞,𝑡−1
𝑘
) − ∇L (𝑖 )

𝑘
(𝜃𝑞)

2
≤𝑀

4𝐿2𝛾2𝑇𝐾𝐺

Γ∗
+ 𝑀

2𝐿2𝛿2𝐾

Γ∗
E

𝜃𝑞2 (19)

The first step utilizes Lemma 2 from [58] and extends single-exit

to multi-exit based on Lemma 3 and Lemma 5. □

Lemma 7 (Extension for Lemma 3 in [58]). Under Lemma 4:

𝑀∑︁
𝑖=1

E

 1

Γ
(𝑖 )
𝑞 𝑇

∑︁
𝑘∈𝑆𝑖

𝑇∑︁
𝑡=1

[
∇L (𝑖 )

𝑘
(𝜃𝑞,𝑡−1
𝑘

, 𝜉𝑡−1
𝑘
)−∇L (𝑖 )

𝑘
(𝜃𝑞,𝑡−1
𝑘
)
]
2

≤ 𝑀
2𝐾𝜎2

𝑇 (Γ∗)2

Proof. We use Lemma 3 in [58] for the first step and Lemma 4

for the second step as follows:

LEFT ≤ 1

𝑇 (Γ∗)2
𝑇∑︁
𝑡=1

𝐾∑︁
𝑘=1

𝑀2𝜎2 ≤ 𝑀2𝐾𝜎2

𝑇 (Γ∗)2
(20)

□

Our Analysis Conclusion. We extend Lemma 1-3 in [58] to

Lemma 5, Lemma 6 and Lemma 7 correspondingly, and then we

adopt a similar procedure to get our convergence result for feder-

ated EEN training as follows:

Theorem 1. If 1

𝑇
√
𝑄
≤ 𝛾 < 1

6𝑀2𝐿𝑇
, our solution coverages to a

neighborhood of a stationary point of standard FL:

1

𝑄

𝑄∑︁
𝑞=1

E
∇L(𝜃𝑞)2 ≤ 𝐺0√

𝑄
+𝑉0 +

𝐻0

𝑇
+ 𝐼0√

𝑄

𝑄∑︁
𝑞=1

E
𝜃𝑞2

where 𝐺0 = 4E[L(𝜃0)], 𝑉0 = 𝐾𝐺
36Γ∗ , 𝐻0 = 𝑀𝐾𝜎2

(Γ∗ )2 +
𝐾𝐺

18Γ∗𝑀 and 𝐼0 =

𝐿2𝛿2𝐾 (2𝑀+1)
Γ∗
√
𝑄

.

B Experiments Implementation Details
B.1 Training Details Hyperparameters
B.1.1 Baseline Hyperparameters. We reproduce previous methods

in two aspects: difficulty-aware training strategies and federated

learning with heterogeneous clients.

Difficulty-aware training strategies.We set the ensemble weight

to 0.2 for BoosteNet. For L2W-DEN, we set the hidden size of the

meta net to 500 and use the Adam optimizer with a weight decay of

1𝑒−4, an initial learning rate (LR) of 1𝑒−4, and 𝑝 = 30 for the bud-

geted exit policy during meta training. One meta training process

is conducted in each local epoch.

FL with heterogeneous clients. These heterogeneous clients

are divided into 4 categories based on their resources, and sub-

models, one exit after 3-layers for deit model with 12 layers, are

assigned to them. For federated learning with heterogeneous clients,

we set 𝛽 = 0.2 for the momentum distillation of InclusiveFL. For

DepthFL, we set the temperature 𝜏 = 1 for self-KD. For ReeFL, we

set 𝜏 = 1 for its dynamic self-KD, use a normalized linear layer

as the shared classifier, and configure the hyperparameters of the

accumulator as specified for ReeFL. For ScaleFL, we follow the

depth-scale method to add classifiers at the 4-th, 7-th, 10-th, and

last transformer blocks with widths of [ 3
4
, 6
7
, 9

10
, 12
12
] for each block,

to ensure that the number of model parameters is similar to the

others, and set the temperature 𝜏 = 3.

B.1.2 Ours Hyperparameters. In each communication round, we

iterate 5 knowledge distillation steps after updating the generator

once, which involves conducting 2 epochs on the server. The ar-

chitecture and training strategies of the generator are detailed in

Sec. 4.3.1. For knowledge distillation, the training configuration

(learning rate, optimizer, weight decay) of the student model is the

same as that used for local training as follows.

B.1.3 Local Training. Using difficulty-aware training strategies

[11, 54], each client trains its local model using the SGD optimizer

with the following settings: a batch size of 32, a momentum of 0.9,

a weight decay of 1𝑒−4, an initial learning rate (LR) of 5𝑒−2, and an

LR decay of 0.99.

B.1.4 Server & Aggregation. There are 100 clients, divided into 4

levels with increasing resources, which train 4 sizes local model

with their private dataset. We set three scenarios to simulate het-

erogeneous clients by varying the majority resources of clients,

low-end: ratio of 4 level clients is [0.1, 0.2, 0.3, 0.4]; high-end: the
ratio is [0.4, 0.3, 0.2, 0.1]; normal: the ratio is [0.25, 0.25, 0.25, 0.25].

Additionally, the total number of communication rounds is 500,

and in each round, 10% of the clients are sampled for local training.

We use FedAvg [30] to aggregate parameters of local models.
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