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Vector similarity search is a new search paradigm inspired by a hybrid data type that integrates both high-dimensional embeddings and structured 
attributes. Given a query vector and a filter constraint on structured attributes, it identifies 𝑘 objects from large-scale datasets based on two criteria: 
(1) their attributes must match the filter and (2) they are the 𝑘 nearest neighbors (kNNs) to the query vector within the set of filtered data objects. 
While both industry and academia have developed efficient solutions to vector similarity search, they cannot address the challenge involved in 
searching across multi-sourced datasets, which is widely applied in scenarios like collaborative pharmaceutical development. It serves as the core 
problem in our research.
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Two-phase framework

strike a balance between effectiveness and efficiency while ensuring privacy preservation

Existing methods for federated kNN search can be extended to solve this challenge. These 
methods adopt either encryption [1] or secure multi-party computation [2] to securely find 
kNNs to a given query object. However, encryption-based methods are computationally 
expensive. The other methods [3], which were originally designed for 2D locations or 
sequence data, exhibit inefficiency or low recall when handling high-dimensional vectors.  
Thus, our core challenge can be summarized as:

Our framework is structured into two phases:

(i) Federated Candidate Refinement. 

(ii) Federated Top-K Selection. 

 Phase I: derive a threshold for upper bound of the 
Kth nearest distance

 Data Provider: Local search and discretize 

candidates into 𝑘 intervals

 Central Server (TEE): calculate threshold with 
binary search based on intervals

 Phase II: select top-k from refined candidates

 Data Provider: eliminate candidates with 
distance larger than threshold

 Central Server (TEE): top-k selection with an 
(oblivious) priority queue

 Optimization #1 : Reducing communication cost

 Optimization #2 : Pruning via contribution estimation

Optimization over phase I

Optimization 
over phase II

Contribution
estimation

through
Cluster-based 

Learned
Index
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We implement our algorithms with  industrial vector 
database Milvus [4] and compare query 
performance against against six baselines extended 
from state-of-the-art methods on four datasets.
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