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Background and Motivation

• Multivariate Time Series Forecasting (MTSF) 

MTS in Real Life Characteristics

……etc.

Traffic Flow Weather Condition

Equipment Status Power Consumption

• Temporal Correlation：The dependence of a 

variable’s values on its historical observations, 

capturing dynamic patterns like trends, 

seasonality, and periodic cycles over time.

• Channel Correlation：The interdependence 

among different variables (i.e. channels), 

highlighting cross-variable relationships.

𝑋1

𝑋2

𝑋3



Background and Motivation

• Attention mechanism is a widely−used[𝟏] method for modeling 

correlations in MTSF

Correlations Matrix

(Attention Scores)

[1] Wen, Qingsong, et al. "Transformers in time series: a survey." Proceedings of the International Joint Conference on Artificial Intelligence. 2023.



Background and Motivation

• High cost of modeling correlations with attention mechanism 

leads to a tradeoff between performance and accuracy

Correlation Modeling

1 2 3
A
B
C
D

Temporal Correlation

(A1, A3), (A1, A2), (A2, A3)

Channel Correlation

(A1, B1), (A1, C1), (A1, D1)

(B1, C1), (B1, D1), (C1, D1)

For 𝑁 = 4 channels with 𝐿 = 3 time segments

Correlations

To Be Modeled

𝑶(𝑳𝟐)

𝑶(𝑵𝟐)

?

Existing Solutions

Sparse Attention Low-rank Approximated

Attention

×

𝜙(⋅) ≈

Kernelized Approximated

Attention

Hierarchical Attention

,

……etc.

Existing efficient attention 

mechanisms are universally 

designed, balancing 

performance and accuracy



Background and Motivation

• Taking into account the repeating patterns inherent in time 

series, we may be able to push the boundary further

, , ,

𝑡 = 1024 time steps

𝑘 = 4 patterns

…

Take 1024 time steps from Electricity[2] for example

pattern-aware 

compression

Repeating Patterns Reducing the computation

① Find representative patterns

② Forecast using patterns

Time Series 

Dataset
𝑘

𝑘𝐹( ) =,

[2] https://archive.ics.uci.edu/dataset/321/electricityloaddiagrams20112014
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Time Series 

Dataset

Problem Statement

• Multivariate Time Series Forecasting (MTSF) 

Univariate Time Series
𝒟1 = {𝑥1,1, 𝑥1,2, … , 𝑥1,𝑇}

Multivariate Time Series
𝒟 = {𝒟1, 𝒟2, … , 𝒟𝑁}

𝒙𝒆 = {𝑥𝑒,1, 𝑥𝑒,2, … , 𝑥𝑒,𝐿}
𝒳 = {𝒙𝟏, 𝒙𝟐, … , 𝒙𝑵}

𝒚𝒆 = {𝑥𝑒,𝐿+1, 𝑥𝑒,𝐿+2, … , 𝑥𝑒,𝐿+𝐿𝑓}

𝒴 = {𝒚𝟏, 𝒚𝟐, … , 𝒚𝑵}

Find the forecasting function 𝐹 𝒳 = ෠𝒴 that minimize the difference between 𝒴 and ෠𝒴
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Our Solutions

• Overview of Forecasting via Offline Clustering (FOCUS)

Entity
Extractor

Temporal
Extractor

Parallel Fusion Module

flip

Input History

Output Future

෠𝒴

③ Dual-Branch Forecasting

② Online: Accelerated Dependency Modeling

① Offline: Segment Clustering

Time Series 
Dataset

…

raw time series

…

time segments 𝒫
prototypes

𝑙
c𝑗

𝑘

…

…

…

assign

segment bucket ℬ

online buckets ℬ
Embedding

dependency 
modelingembed prototypes 𝒞𝑄

input online segments 
𝒫

selected protypes 𝒞assignment 
matrix

online 
features

ℋ



Our Solutions

• Find patterns via segment clustering

Time Series 
Dataset

…

raw time series

…

time segments 
Segment Patterns 𝑐𝑗

(i.e. prototypes)

𝑘

…

…

…

assign

segment buckets ℬ

𝑝

average

ℒ𝑟𝑒𝑐 =෍

𝑗=1

𝑘

𝑐𝑗 −mean(𝓑𝑗)Numerical Reconstruction Loss: ℒ = ℒ𝑟𝑒𝑐
ℬ2 = {𝒫1, 𝒫5}

𝒫1 𝒫2 𝒫3 𝒫4 𝒫5 𝒫6

ℬ3 = {𝒫3, 𝒫4}

c2 =

c3 =

ℬ1 = {𝒫2, 𝒫6} c1 =

PrototypesBucket

To minimize:



Our Solutions

• Find patterns via segment clustering

Time Series 
Dataset

…

raw time series

…

time segments 
Segment Patterns 𝑐𝑗

(i.e. prototypes)

𝑘

…

…

…

assign

segment buckets ℬ

𝑝

average

ℒ𝑟𝑒𝑐 =෍

𝑗=1

𝑘

𝑐𝑗 −mean(𝓑𝑗)

ℒ𝑐𝑜𝑟𝑟 = −෍

𝑗=1

𝑘
1

𝓑𝑗
෍

𝒫𝑒,𝑖∈𝓑𝑗

corr (𝒫𝑒,𝑖, 𝑐𝑗)

Numerical Reconstruction Loss: 

Correlation Matching Loss: 

ℒ = ℒ𝑟𝑒𝑐 + 𝛼𝐿𝑐𝑜𝑟𝑟
ℬ2 = {𝒫1, 𝒫5}

𝒫1 𝒫2 𝒫3 𝒫4 𝒫5 𝒫6

ℬ3 = {𝒫3, 𝒫4}

c2 =

c3 =

ℬ1 = {𝒫2, 𝒫6} c1 =

PrototypesBucket

To minimize:

Is Euclidean distance suitable?

A B C

Euclidean(A,B) < Euclidean(A,C)

But A and C are more likely to 

indicate similar situations.



Our Solutions

• Find patterns via segment clustering

Time Series 
Dataset

…

raw time series

…

time segments 
Segment Patterns 𝑐𝑗

(i.e. prototypes)

𝑘

…

…

…

assign

segment buckets ℬ

𝑝

average

ℒ𝑟𝑒𝑐 =෍

𝑗=1

𝑘

𝑐𝑗 −mean(𝓑𝑗)

ℒ𝑐𝑜𝑟𝑟 = −෍

𝑗=1

𝑘
1

𝓑𝑗
෍

𝒫𝑒,𝑖∈𝓑𝑗

corr (𝒫𝑒,𝑖, 𝑐𝑗)

Numerical Reconstruction Loss: 

Correlation Matching Loss: 

ℒ = ℒ𝑟𝑒𝑐 + 𝛼𝐿𝑐𝑜𝑟𝑟
ℬ2 = {𝒫1, 𝒫5}

𝒫1 𝒫2 𝒫3 𝒫4 𝒫5 𝒫6

ℬ3 = {𝒫3, 𝒫4}

c2 =

c3 =

ℬ1 = {𝒫2, 𝒫6} c1 =

PrototypesBucket

To minimize:



Our Solutions

• Accelerated correlation modeling with prototypes

Parallel
Fusion
Layer

Temporal
Extractor

Entity
Extractorflip

segmentation

Input 
History
Data

Output
Future
Values𝒳𝑒

𝒳𝑡 ℋ𝑡

ℋ𝑒

෠𝒴

online buckets offline prototypes ③ refined prototypes 𝒞𝑄

Embedding

correlation 
modeling

𝑐𝑗

④ global features ℋ

① slice & assignment ② extract local features



Our Solutions

• Parameter-efficient feature fusion with arbitrary input length

𝒬 ∈ 𝑅𝑚×𝑑

…

…

ℋ𝑒 ∈ 𝑅𝑛×𝑑

Gated Fusion
Layer

ℋ𝑡 ∈ 𝑅𝑛×𝑑

𝒜𝑡 ∈ 𝑅𝑚×𝑛

ℱ𝑡 ∈ 𝑅𝑚×𝑑

𝒜𝑒 ∈ 𝑅𝑚×𝑛

ℱ𝑒 ∈ 𝑅𝑚×𝑑

𝒪 ∈ 𝑅𝑚×𝑑

Readout Mechanism

Temporal features

Entity features

Readout queries

output features 

Out 
Projection

෠𝒴

… … Concatenate Linear

ℋ𝑒 ∈ 𝑅𝑛×𝑑ℋ𝑡 ∈ 𝑅𝑛×𝑑

෠𝒴

Params: 2 ∗ 𝑛 ∗ 𝑑 ∗ 𝐿𝑓

Params: 2 ∗ 𝑚 +𝑚 ∗ 𝑑 ∗ 𝐿𝑓

Parallel Fusion Layer

Linear Layer

Arbitrary input length

Fixed input length

𝑚 ≪ 𝑛
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Experiments

• Datasets for evaluation

① PEMS04: contains 16,992 timesteps of traffic flow from 307 locations.

② PEMS08: contains 17,856 timesteps of traffic flow from 170 locations.

③ ETTh1: contains 14,400 timesteps of 7 indicators collected from electricity transformers every hour.

④ ETTm1: contains 57,600 timesteps of 7 indicators collected from electricity transformers every 15 minutes.

⑤ Weather: contains 52,696 timesteps recording 21 meteorological indicators every 10 minutes.

⑥ Electricity: contains 26,304 timesteps recording the hourly electricity consumption of 321.

⑦ Traffic: contains 17,544 timesteps recording hourly data from California Department of Transportation, 

which describes the road occupancy rates measured by 862 sensors on San Francisco Bay area freeways.

Input & Output: 512 timesteps as input and 96 or 336 timesteps as output 



Experiments

• Baselines

① FOCUS: Our proposed method.

② PatchTST: A univariate forecasting model based on Transformer.

③ Crossformer: A sophisticated multivariate forecasting model based on Transformer.

④ MTGNN:A widely adopted multivariate forecasting model based on GCN.

⑤ Graph Wavenet: An efficient multivariate forecasting model based on Adaptive GCN.

⑥ TimesNet: An efficient multivariate forecasting model with Temporal 2D-Variation modeling.

⑦ LightCTS: A recent model that employs a refined structural design for efficient forecasting.

⑧ Dlinear: A simple forecasting model with only linear layers.

Environment: Using PyTorch implemented on NVIDIA Tesla V100 GPU



Experiments

• Evaluation of forecasting accuracy

FOCUS achieves most accurate in 26 out of total 28 test settings, gain 8.43% average improvement over 

PatchTST and 19.5% average improvement over LightCTS.



Experiments

• Evaluation of forecasting efficiency

FOCUS achieves lowest FLOPS (except DLinear) and 20x less memory usage than PatchTST



Experiments

• Ablation Study

In the comparison between FOCUS and the following three variants, the effectiveness of two-stage 

correlation modeling and the Parallel Fusion Layer is demonstrated:  

• FOCUS-Attn: Directly replaces the two-stage association modeling with a full attention mechanism.  

• FOCUS-LnrFusion: Directly replaces the Parallel Fusion Layer with a full linear layer.  

• FOCUS-AllLnr: Replaces all modules with a full linear layer network (with nonlinear activation functions).



Experiments

Unseen Segment Patterns Sequence-level Distribution Shift

We extracted the time segment representations 

constructed by FOCUS during the prediction process 

and visualized them via t-SNE. 

The results show that there are some patterns in the 

test set that do not appear in the training set, and 

FOCUS can well distinguish these unseen patterns in 

the representation space.

• Visualization

We selected a sequence from the Traffic test set, 

which has a significantly higher peak than those in the 

training set. We found that FOCUS tends to predict 

results with higher peak values compared to PatchTST. 

This indicates that FOCUS has stronger generalization 

ability in the face of such distribution shifts.

We selected the Traffic dataset for testing and chose the statistical results of the first variable.



Experiments

• Case Study

(morning-night) correlation

rise at 

morning

decline at 

night

Correlation Matrix Mined Prototypes

We randomly selected 512 timesteps from PEMS08 dataset for case study.
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Conclusion

• We propose FOCUS, a novel forecasting model that leverages the 

segment patterns of time series to accelerate attention-based 

modeling of long-range dependencies in time series.

• We design an efficient two-phase framework, including an offline 

phase for mining segment patterns and an online phase for 

achieving linear-complexity forecasting.

• Experiments on multi-domain real-world datasets demonstrate 

that FOCUS performs well in both efficiency and accuracy.



Q & A

Thank You
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